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Abstract. Generative AI (genAI) tools are increasingly being integrated into in-

structional design workflows for content creation, assessment development, and 

lesson planning. For novice designers, it is critical to understand whether this 

integration supports the design process without compromising underlying peda-

gogical learning. This study addresses this gap through an ecologically valid 

field experiment within a 14-week graduate course training novice instructional 

designers. Using a counterbalanced A/B design embedded in authentic course-

work, students created eight microlessons, alternating genAI assistance with in-

dependent work. Learning of pedagogical principles was assessed via module 

pre/post-tests and self-efficacy, in teaching practices and genAI use, was meas-

ured via course-level pre/post-surveys. Results showed no evidence that genAI 

use hindered learning, as post-test scores on module content remained stable or 

improved, despite variations in test form difficulty. Students demonstrated sub-

stantial and statistically significant gains by over 10% in self-efficacy related to 

both their teaching practices and their ability to leverage genAI. By evaluating 

genAI within sustained and authentic instructional design activities, this study 

demonstrates that thoughtfully integrated AI tools can effectively support nov-

ice designers, enhancing their confidence and professional growth without 

compromising foundational pedagogical learning. 

Keywords: Instructional Design, Design for Learning, Generative AI, Self-

Efficacy, A/B Study. 

1 Introduction 

Generative AI (genAI) tools are transforming educational environments, influencing 

both student work quality and the learning process itself [9, 10]. While offering bene-

fits like idea generation and real-time feedback, genAI may shift cognitive demands 

of academic tasks [24]. This is particularly salient in project-based learning environ-

ments, where students are expected to apply pedagogical principles to design educa-

tional materials. In such contexts, genAI can increase efficiency and streamline pro-

duction, but may simultaneously reduce opportunities for deep engagement and con-
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ceptual understanding [37]. At the same time, it may shape students’ confidence in 

their capabilities by enhancing self-efficacy when used successfully or diminishing it 

if students become overly reliant on AI-generated content [38]. As educators and 

institutions begin integrating genAI into the classroom, it is essential to understand its 

implications not only for productivity, but for learner growth. 

However, the use of genAI in education may also present challenges, particularly 

by limiting creativity and, for students, impeding deeper learning as they engage su-

perficially with content [39]. Over-reliance on AI can hinder the development of 

foundational teaching and learning skills, overshadowing the growth of critical think-

ing and creativity. As more practitioners and educators integrate genAI into assign-

ments to enhance student engagement, students themselves are increasingly using 

these tools, sometimes even without explicit instruction to do so [19]. This growing 

reliance on AI may influence how students approach assignments, including micro-

lesson creation, and could impact their confidence in their own abilities as well as 

their proficiency with these tools as educators. 

This study examines genAI's impact on student learning and self-efficacy within a 

graduate course where students created eight microlessons [35] incorporating distinct 

learning science principles through an A/B experimental design. For each micro-

lesson, students alternated between using genAI assistance and working independent-

ly when generating the learning objectives, assessments, and instructional content. 

Student learning gains were assessed through pre- and post-tests for each set of micro-

lessons. Additionally, students’ self-efficacy as educators and as users of genAI was 

measured through pre- and post-course assessments. We investigated the following 

two research questions: 

RQ1: In what ways does employing genAI during the creation of microlessons af-

fect students' learning of fundamental teaching and learning principles? 

RQ2: How do graduate students’ self-efficacy as educators and users of genAI 

change over the duration of a graduate-level course that integrates genAI tasks? 

Through the investigation of these research questions, this work makes the follow-

ing contributions: First, we show that employing genAI does not compromise stu-

dents’ learning of teaching principles. Second, we provide evidence that students’ 

self-efficacy in both teaching practices and genAI usage increases significantly when 

they engage with genAI-assisted instructional design. Third, we present a novel, eco-

logically valid implementation of genAI within a graduate-level course on instruc-

tional design. This research offers insights into how future instructional designers 

learn and evolve with AI tools in authentic, real-world contexts. 

2 Related Work 

2.1 Learning and Self-Efficacy 

Engaging students in the creation of microlessons is not just a practical skill-building 

exercise, it is also a powerful strategy for learning [13]. Design-based pedagogies, 

such as project- and problem-based learning require students to apply theoretical 

knowledge to authentic tasks, promoting deeper cognitive engagement and knowledge 
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transfer [17, 21]. When students are asked to create instructional content, they must 

analyze subject matter, structure ideas coherently, and consider how others will inter-

act with the material. These processes enhance metacognitive awareness and encour-

age students to transform information into usable knowledge [2]. Beyond cognitive 

benefits, design-based learning tasks also support the development of self-efficacy, 

students’ beliefs in their ability to perform specific tasks successfully. Social cogni-

tive theory identifies mastery experiences as the most influential source of self-

efficacy, and instructional design activities often provide precisely these experiences 

[32]. By working through iterative cycles of creation, revision, and feedback, students 

gain confidence in both their subject-matter understanding and their professional 

identity as educators or designers [28, 40].  

However, the integration of genAI into the design process complicates these dy-

namics. While AI-enhanced tools can support students by reducing cognitive load or 

enhancing surface-level quality, they may also alter the conditions under which self-

efficacy develops. For instance, if students attribute successful performance to the 

genAI rather than their own effort or understanding, their self-efficacy may stagnate 

or even decline [26]. Conversely, students who learn to use genAI critically, by eval-

uating and refining outputs rather than passively accepting them, may gain confidence 

in both their instructional judgment and their capacity to harness emerging technolo-

gies effectively [25]. Understanding genAI's impact on learning and self-efficacy in 

design-based educational settings is essential, as student interpretation of progress 

within AI-enhanced environments significantly affects learning outcomes [36]. 

 

2.2 GenAI’s Influence on Instructional Design 

GenAI is transforming instructional design by enhancing creativity, streamlining 

planning, and providing personalized feedback while catalyzing idea generation for 

diverse learning needs [8, 11]. AI tools expedite design processes through innovative 

suggestions for lessons, assessments, and materials while improving quality through 

efficient iteration and refinement [22, 29]. Recent studies have explored genAI appli-

cations in instructional design, such as using tools like ChatGPT to create course ma-

terials [7, 15]. For example, Choi et al. [8] found that experienced instructional de-

signers using ChatGPT for course mapping identified it as providing solid baselines 

for creating effective and efficient course structures, though still requiring domain 

expertise for accuracy and contextual relevance. Another investigation assessed 

ChatGPT’s potential in developing lesson plans, showing that the tool could offer 

valuable starting points by generating general structures, ideas, and resources, which 

is an especially useful feature for novice educators [3]. Since teachers must evaluate 

the AI-generated content to ensure its alignment with learning objectives, researchers 

suggested that engaging with ChatGPT might also enhance teachers’ critical thinking 

skills in lesson planning [14]. 

 

2.3 Evolving Roles in Instructional Design 

The role of instructional designers is undergoing a significant transformation with the 

rise of genAI. Krushinskaia et al. [22] proposed a study to explore the potential of 
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genAI as a co-designer in instructional settings, focusing on how teachers could col-

laborate with LLMs fine-tuned for educational purposes, such as Google’s LearnLM 

[34]. Their research aims to investigate whether such partnerships could provide stu-

dents with more personalized and effective learning opportunities. Despite consensus 

on ChatGPT's utility for instructional design [5, 12], designers must critically assess 

AI outputs using foundational knowledge to ensure pedagogical alignment [3]. This 

reliance highlights a key challenge that successful collaboration with AI requires a 

strong grasp of instructional design principles, yet research shows that even experi-

enced educators often lack robust instructional design proficiency. This gap becomes 

even more pronounced for novice educators and learning engineers, who may struggle 

to effectively evaluate and refine AI-generated content [16]. 

3 Methods 

The study was conducted as part of a 14-week graduate-level course on Tools for 

Online Learning during the spring 2024 semester at a large university in the north-

eastern United States. This course covers the topics of educational technology and 

learning science principles. The course met twice a week for 80 minute in-person 

class sessions, which typically consisted of lectures supported by a slide deck, group 

discussion, and active learning activities. Outside of class, students completed bi-

weekly projects providing hands-on experience with different pieces of educational 

technology and completed online course materials, consisting of instructional content 

and low-stakes assessments, before class time. Our intervention in this course spanned 

four week-long modules covering the following topics: Universal Design for Learning 

(UDL) [27], Guided Discovery (GD) [18], Fostering Help-Seeking (FHS) [31], and 

Collaborative Learning (CL) [23]. 

 

3.1 Participants 

Participants were 27 second-semester master's students (ages 22-36) enrolled in a 

master's level Educational Technology and Applied Learning Sciences program. All 

students had foundational knowledge from first-semester coursework and prior genAI 

experience, representing emerging instructional design practitioners. 

 

3.2 Learning Platform 

The four modules from the course used in this study were part of the online materials 

students completed before class time, delivered via the Open Learning Initiative 

(OLI) platform, a well-established open-ended learning environment that offers 

courses across various domains, including anatomy, foreign language, and statistics 

[4]. The study modules were delivered via the Open Learning Initiative (OLI) plat-

form, which integrates instructional content with both low-stakes formative and high-

stakes summative assessments. Each module in the course was designed to be com-

pleted over approximately one week and was structured similarly to textbook chap-

ters, containing three to six related topics. The instructional content was presented 
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across multiple pages, including text and brief instructional videos. Interspersed 

throughout were formative activities, such as multiple-choice and short-answer ques-

tions, which provided students with opportunities for practice and feedback. Students 

could attempt these optional activities multiple times, receiving instant feedback with 

each attempt. Each module contained prompts for students to create and submit two 

microlessons for a total of eight microlessons overall. 

 

3.3 Design 

This study investigated the impact of integrating genAI into a core instructional de-

sign activity embedded within an authentic graduate course. We utilized the required 

coursework task of creating microlessons as the specific context to explore how 

genAI assistance influences student learning of pedagogical principles and their self-

efficacy regarding both instructional design and genAI use. The study followed an 

A/B counterbalanced experimental design [20], where students created eight micro-

lessons across four course modules. For each module's pair of microlessons, students 

were randomly assigned to use ChatGPT (built upon GPT-4) as an assistant for one 

microlesson (treatment condition) and to complete the other without AI assistance 

(control condition). The condition assignment alternated across modules in a counter-

balanced manner, ensuring that by the end of the course, each student had completed 

four microlessons with AI support and four without. This within-subjects design al-

lowed for direct comparison of outcomes associated with using genAI during the 

instructional design process versus traditional methods. 

The creation of each microlesson served as a practical exercise in lesson planning 

and construction, following the fundamental instructional design principle of back-

wards design. Students developed their microlessons within the course’s learning 

management system, Canvas, following a four-step scaffolded process. Each step was 

associated with an essay question that allowed students to enter and format text. At 

the outset, students selected a topic for their microlesson and were reminded of the 

specific learning science principle they were required to incorporate. In the next step, 

they formulated one or more learning objectives, ensuring that these objectives were 

actionable, measurable, and student-centered. In the third step, students created at 

least three assessments in any format they preferred, such as multiple-choice or short-

answer questions. Finally, they wrote one to five paragraphs of instructional content 

aligned with their chosen topic and learning objectives, integrating a strategy to apply 

the designated learning science principle. 

Each microlesson was required to incorporate a specific learning science principle 

covered in the corresponding module, in either the instructional paragraphs or through 

the three assessment items. For example, in the first module on UDL, the two micro-

lessons students created needed to incorporate one of the seven principles or one of 

the eight steps of UDL [6, 33]. A list of the eight learning science principles incorpo-

rated into the different microlessons shown in order can be seen in Table 1. 
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Table 1. Overview of the four modules paired with the eight learning science principles used 

for micro-lesson development. 

Module Topic Principle Description 

Universal 

Design for Learning 

Seven Principles 
Seven principles of UDL that can be applied 

as a rubric 

Eight Steps 
Eight steps that demonstrate the process of 

adopting UDL 

Guided  

Discovery 

Contrasting Cases 
Using different examples to highlight nuances 

between key concepts 

Tell-then-Practice 
Presenting information followed by applied 

practice opportunities 

Fostering  

Help-Seeking 

Strategies to  

Improve 

Guiding students on strategies to improve 

their help-seeking behaviors 

Leveraging Prior 

Knowledge 

Focusing on the connection between prior 

learning and current challenges 

Collaborative 

Learning 

Cooperative 

Learning 

Structured group work with shared  

responsibilities 

Peer Learning 
Learning through interaction and feedback 

between fellow learners 

 

3.4 Generative AI Usage by Students 

For microlessons completed under the genAI condition, students were explicitly guid-

ed to use ChatGPT to support their design process, simulating realistic human-AI 

collaboration in instructional design. Instructions accompanying each genAI-assigned 

microlesson prompted students to leverage ChatGPT for specific tasks across the 

design process: (1) constructing actionable, measurable learning objectives, (2) brain-

storming applications of the designated learning science principle within assessments 

or instruction, (3) creating or refining formative assessment questions related to the 

objectives, and (4) drafting or editing instructional text, focusing on clarity and ap-

propriate tone. To document this collaboration, students were required to submit a 

transcript of their ChatGPT conversation via shareable link or text document. While a 

detailed analysis of these interaction logs is beyond the scope of this paper, Table 2 

provides illustrative examples of common student prompting strategies observed dur-

ing this process. 

Table 2. Examples of prompts used by students and their intended purpose. 

Purpose Student Prompt Examples 

Brainstorming learning objectives 
What might be a few learning objectives for a lesson on 

conjugating verbs in Spanish? 

Simplifying complex concept 
Explain the testing effect and stereotype threat to some-

one with no background in psychology 

Creating analogies or examples Please give me a real world example for the concept of 
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interleaved practice 

Drafting lesson text  
Write an introduction to a 5-minute lesson on indexing 

into a list in python programming 

Refining quiz questions 
Write three multiple choice questions with distractors 

for a lesson on the effects of marine life on… 

Revising explanations 
Make this explanation clearer: ‘Learners remember 

better when they...’ 

Prompt chaining for quality 
That example was too confusing can you give a more 

concrete one? 

 

To maintain a focus on pedagogical intentionality, students were continually remind-

ed to critically evaluate all AI-generated outputs for accuracy, pedagogical soundness, 

and alignment with learning objectives. The instructions emphasized that genAI 

should serve as a tool to assist their instructional design decisions, not replace their 

critical judgment. To maintain ecological validity and capture authentic usage patterns 

within this real-course setting, we deliberately allowed flexibility, as no constraints 

were imposed on the number of student-AI interactions, nor were specific prompt 

structures mandated. 

Additionally, for microlessons assigned to the non-genAI (control) condition, stu-

dents received explicit instructions not to use any genAI tools. To encourage adher-

ence in this setting, we implemented several measures to help keep the students hon-

est. Students confirmed compliance via a checkbox upon submission and were reas-

sured that assignments would not be penalized for lacking surface polish, such as the 

use of informal language or the presence of minor typos, in attempts to reduce poten-

tial incentives to use AI purely for refinement. Instructors also qualitatively reviewed 

submissions noting typical stylistic differences, such as simpler sentence structures 

and less elaborate phrasing in the non-genAI work, which provided some indication 

of adherence. Despite these measures, we acknowledge the inherent limitation that 

total adherence to the non-genAI condition cannot be guaranteed outside a controlled 

laboratory environment, which is considered in the interpretation of our findings. 

 

3.5 Data Sources 

Self-Efficacy. The course also incorporated an assessment of students' self-efficacy in 

both using AI tools and applying learning science principles in teaching both at the 

beginning and the end of the course. Students were presented with six statements (3 

measuring AI self-efficacy, 3 measuring self-efficacy on their ability to design educa-

tional lessons using learning principles) and asked to indicate their level of confidence 

in their abilities on a 100-point scale (in increments of 10) with higher numbers ex-

pressing a higher degree of self-perceived confidence. The same set of questions was 

used in both the pre-test and post-test, allowing for a direct comparison over time. 

 

Knowledge Checks. Additionally, at the beginning of each module, students com-

pleted a pre-test consisting of five multiple-choice questions intended to assess stu-

dents’ knowledge of the module’s key concepts. Upon completing the module, they 
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took a post-test with a different set of five questions targeting the same concepts (i.e., 

these items were designed to be isomorphic). For these pre- and post-tests, an A/B 

design was implemented, where half the students received version A of the pre-test 

and version B of the post-test, while the other half received version B of the pre-test 

and version A of the post-test. These four sets of pre/post-tests served as a measure of 

learning gains as students progressed through the given modules. Two questions on 

each module's pre- and post-test specifically assessed understanding of the learning 

science principles applied in that module's microlessons. Since students used genAI 

for one of the microlessons per module, these targeted questions enabled comparing 

learning outcomes between the AI-assisted and non-AI conditions for each principle. 

4 Results 

4.1 Student Learning with GenAI 

Student learning gains were evaluated using a 2 (pre–post) × 2 (test form sequencing: 

A→B vs. B→A) mixed-model ANOVA. In this design, half the students received test 

form A at pre-test and form B at post-test, while the remaining half experienced the 

reverse order. Assignment to test order was independent of the genAI conditions. The 

average scores by test form sequence across all four modules can be seen in Figure 1. 

 

Fig. 1. Pre- and post-test average total scores across all four modules, segmented by test form 

sequence (AB or BA). 

Analyses revealed significant interactions between time and test sequence across 

modules, complicating interpretations due to likely test form difficulty differences 

(see Table 3). For UDL, overall improvement was significant but driven only by the 

A→B group, with pre-test scores suggesting Form A was harder. For GD, no overall 

time effect was found, but an interaction showed the B→A group improved while 

A→B declined, with pre-tests suggesting Form A was easier. Similarly, FHS showed 
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overall improvement, but the interaction indicated only the B→A group gained signif-

icantly (again, pre-tests suggested Form A was easier). Conversely, the CL module 

showed strong overall gains, with an interaction favoring the A→B group, leading to 

significant post-test differences. These complex interactions consistently highlight test 

form difficulty as a likely confound in observed learning gains. 

Table 3. ANOVA results for quiz scores by module, * indicates significance at 𝑝 < .05. 

Module Time Effect Test Order Effect Interaction 

Universal Design for  

Learning (UDL) 

12.47, p = .002* 

(η²p = .33) 

2.16, p = .15 

(η²p = .08) 

7.50, p = .01* 

(η²p = .23) 

Guided  

Discovery (GD) 

1.89, p = .18 

(η²p = .33) 

3.35, p = .08 

(marginal; η²p = .12) 

59.38, p < .001* 

(η²p = .70) 

Fostering  

Help-Seeking (FHS) 

4.70, p = .04* 

(η²p = .16) 

0.19, p = .67 

(η²p = .007) 

9.33, p = .005* 

(η²p = .27) 

Collaborative  

Learning (CL) 

37.61, p < .001* 

(η²p = .60) 

0.71, p = .41 

(η²p = .03) 

5.53, p = .03* 

(η²p = .18) 

 

Targeted MCQs to assess impact of genAI on knowledge of learning science princi-

ples. To assess the impact of genAI assistance on knowledge of specific learning sci-

ence principles targeted in each module, we analyzed pre-post change scores (im-

provement, no change, or decline) on two specific multiple-choice questions included 

in the pre- and post-tests for each module. These questions directly assessed under-

standing of the principle students were required to implement in their corresponding 

microlessons for that module. We conducted Mann-Whitney U-tests comparing the 

change scores on each targeted item between the group that used genAI for the asso-

ciated microlesson and the group that did not. The results of these comparisons are 

presented in Table 4. 

Table 4. A comparison of pre/post-test change scores on targeted module questions using 

Mann-Whitney U-Tests, where a * denotes a significant difference. 

Module Topic Principle U Value 𝑝-Value 

Universal 

Design for Learning (UDL) 

Seven Principles 123 0.13 

Eight Steps 74 0.43 

Guided  

Discovery (GD) 

Contrasting Cases 124.5 0.10 

Tell-then-Practice 136.5 0.03* 

Fostering  

Help-Seeking (FHS) 

Strategies to Improve 96.5 0.79 

Leveraging Prior Knowledge 153 0.002* 

Collaborative 

Learning (CL) 

Cooperative Learning 74.5 0.43 

Peer Learning 42 0.02* 

 

As shown in Table 4, the results examining the impact of genAI use on learning spe-

cific principles were mixed. Significant differences favoring the genAI group 
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emerged for the second microlesson items in the FHS (p = .002) and CL (p = .02) 

modules, with a marginal difference favoring the AI group for the first GD item (p = 

.10). However, for the second GD item, the non-genAI group showed significantly 

greater improvement (p = .03). Several comparisons yielded no significant differences 

between the groups. While these findings point to some potential benefits of using 

genAI during the instructional design process for learning the targeted principles, we 

remain cautious in their interpretation. In each case where a significant difference was 

found, the group that performed better at post-test also happened to have the easier 

test form for that specific item, making it difficult to attribute improvements solely to 

genAI use. Nonetheless, these trends suggest this is a promising area for further inves-

tigation, ideally employing more standardized assessment measures to isolate the 

effect of genAI on learning core pedagogical concepts. 

 

4.2 Students Self-Efficacy 

We assessed student self-efficacy using a six-item survey administered at the start 

(pre-test) and end (post-test) of the course. The survey comprised two three-item sub-

scales: one focused on teaching practices and the other on the use of genAI. Internal 

consistency reliability for both subscales was evaluated using McDonald's omega (ω) 

and found to be acceptable at both pre- and post-test. To evaluate changes in self-

efficacy over the semester, paired t-tests were conducted comparing pre-test and post-

test scores for each subscale. Table 5 presents the descriptive statistics, reliability 

coefficients, and the results of these paired t-test analyses across the 27 students. 

Table 5. Descriptive statistics, reliability, and pre/post-test changes in self-efficacy measures. 

Self-Efficacy 

Measure 

Pre-Test 

Mean (SD) 

Post-Test 

Mean (SD) 

Pre- 

Test ω 

Post- 

Test ω 

Pre/Post 

Change 

Effect Size 

(Hedges’ g) 

Teaching 

Practices 

68.02 

(14.18) 

78.52 

(11.67) 
.84 .74 

t(26) = -5.53, 

p < .001 
1.03 

genAI Use 
69.75 

(18.58) 

81.72 

(12.38) 
.91 .71 

t(26) = -5.03, 

p < .001 
0.94 

 

Students reported statistically significant increases in self-efficacy from pre-test to 

post-test for both teaching practices and the use of genAI, with large effect sizes ob-

served for both changes (Hedges' g = 1.03 and 0.94, respectively). On average, scores 

for both measures increased by more than 10 points over the semester. Additionally, 

we compared the two types of self-efficacy within participants at each time point 

using paired t-tests. There was no significant difference between teaching practice 

self-efficacy and genAI use self-efficacy at the start of the course (t(26) = -0.89, p = 

.38, Hedges’ g = -0.17), nor was there a significant difference between them at the 

end of the course (t(26) = -1.37, p = .18, Hedges’ g = -0.26). Students showed sub-

stantial, comparable self-efficacy growth in both domains throughout the semester. 
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5 Discussion 

This study investigated how novice instructional designers and learning engineers 

used genAI to design microlessons within an authentic graduate-level course setting. 

Across four week-long modules, students collaborated with or without genAI to cre-

ate instructional materials, while engaging in a parallel learning experience about core 

learning science principles. Our findings indicate that students generally improved on 

quizzes assessing fundamental learning and learning science principles from pre to 

post across the four modules. However, variations in test form difficulty warrant cau-

tion in drawing definitive conclusions about content mastery. Additionally, students 

reported significant gains in self-efficacy from the beginning to the end of the course, 

both in their teaching practices and their ability to integrate genAI into the lesson 

design workflow. These results suggest that structured integration of genAI into in-

structional design coursework can occur without hindering student learning of core 

principles, while simultaneously enhancing confidence in both pedagogical skills and 

AI tool utilization. 

A key contribution of this study lies in its integration of genAI into an authentic 

semester-long graduate course setting. This environment moves beyond short-term or 

simulated use cases to examine how genAI is integrated into the actual workflow of 

novice instructional designers dealing with real course requirements, deadlines, and 

iterative feedback. This provides ecologically valid insights into how emerging in-

structional designers engage with genAI tools over time. We simultaneously evaluat-

ed the impact of genAI assistance on (a) learning outcomes related to core pedagogi-

cal principles using targeted pre-post assessments, (b) student self-efficacy concern-

ing both instructional design practices and genAI use, and (c) the instructional design 

process itself via a counter-balanced A/B design comparing AI-assisted vs. non-AI 

work on the same types of tasks. The work provides a holistic picture of genAI’s role 

during instructional design, going beyond a single dimension such as output quality or 

user perception. It provides specific evidence regarding how future professionals in 

education technology and learning sciences develop skills and confidence when learn-

ing with and about genAI tools integrated into their core training. 

Interpreting these results requires considering factors like prior knowledge, en-

gagement, experience, and particularly confounding variations in test form difficulty. 

While this prevents definitive causal claims about genAI enhancing knowledge based 

solely on quiz scores, the stable or improved post-test performance, combined with 

increased self-efficacy, suggests genAI support did not impede learning. A key find-

ing is that the structured use of generative AI did not hinder students' learning of core 

pedagogical principles. Although post-test scores were stable or improved, our analy-

sis did not show consistent, statistically significant learning gains attributable to the 

genAI condition, a result confounded by variations in test form difficulty. It is possi-

ble that the primary benefit of the AI intervention was allowing students to focus on 

higher-order tasks like structuring and refinement, an advantage not fully captured by 

our knowledge-based assessments. This suggests that while genAI can be safely inte-

grated, its main contribution may be in enhancing the design workflow rather than 

directly accelerating conceptual understanding. This finding aligns with research 
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showing that creating educational content fosters understanding [1, 30]. The use of 

genAI might facilitate this by allowing students to focus more on higher-order tasks 

like structuring and refinement. Nonetheless, effective instructional design still hinges 

on pedagogical expertise for critically evaluating and adapting AI-generated materials 

to ensure quality and contextual fit [29]. Our findings, while positive regarding learn-

ing outcomes, do not eliminate concerns that over-reliance on genAI could hinder the 

development of foundational pedagogical skills. Although students’ improved post-

test performance and increased self-efficacy are promising, this work highlights a 

potential gap in skill development.  Facilitating this growth may require strategies like 

thoughtful reflection and critical evaluation of AI-generated materials. 

The self-efficacy pre-post tests revealed significant growth in students’ confidence 

both as educators and as users of genAI. Although the study lacks a control group 

entirely unexposed to genAI, as all students participated in the course rotation, this 

consistent increase across two distinct self-efficacy measures provides strong indica-

tive evidence of positive development. This is particularly relevant as tools like 

ChatGPT become commonplace in professional lesson planning [3]. While such tools 

offer efficiency in instructional design, concerns remain about whether novice design-

ers can maintain quality control and retain agency over AI-generated content. Howev-

er, our results suggest that integrating genAI into microlesson development strength-

ened students’ confidence in both pedagogical strategy and AI use. This gain was 

reflected in the student self-efficacy reports, supporting the idea that well-designed AI 

integration can be a catalyst for professional growth among instructional designers. 

6 Limitations and Future work 

In our research, we conducted an A/B field study in a real class for novice instruc-

tional designers and learning engineers. However, we acknowledge this work was 

conducted in a single course with a relatively small sample size, which may restrict 

the generalizability of our findings. The ecological validity inherent in this field study 

design presents challenges in ensuring perfect experimental control. Specifically, we 

must acknowledge the possibility of control condition leakage, where students in-

structed not to use genAI might have done so despite monitoring efforts (detailed 

previously in the Methods section). In our experimental design, we deliberately used 

different test forms at pre- and post-test to reduce practice effects and assess general-

izable learning gains. Unfortunately, these test forms ended up differing in difficulty, 

leading to a potential ceiling effect in pre-test scores that complicates the interpreta-

tion of content mastery in certain modules. Additionally, while self-efficacy im-

provements were observed, the absence of a control group for this measure limited 

our ability to draw firm conclusions about the sustained impact of genAI on confi-

dence with instructional design skills relative to a group with no AI exposure at all. 

Although our counter-balanced, within-subjects design let every student serve as their 

own control, every participant ultimately engaged with genAI for half of the micro-

lessons. This raises concerns regarding spill-over, where strategies or content created 
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with genAI may have influenced work in the nominal no-genAI condition, and 

course-level motivational effects that cannot be disentangled from genAI exposure. 

In future research, we aim to address these limitations by incorporating a larger, 

more diverse sample across multiple courses and educational settings. Longitudinal 

studies tracking both educational artifact quality and self-efficacy over time can help 

determine whether improvements continue as students gain more experience with 

genAI. We plan to investigate how specific rubric criteria differ between genAI-

assisted and non-assisted designs, such as the quality of learning objectives, to pro-

vide more nuanced insights into the effects of genAI integration. These efforts will 

help clarify the pedagogical benefits and potential trade-offs of incorporating genAI 

into the instructional design process. 

7 Conclusion 

This study investigated the integration of genAI into authentic instructional design 

tasks within a graduate course for novice instructional designers. Our findings 

demonstrate that structured use of genAI for creating microlessons did not impede 

students' learning of core pedagogical principles, while significantly boosting their 

self-efficacy in both general teaching practices and the specific use of AI tools for 

instructional design. Our approach embedded AI use within real coursework over a 

semester and employed a comparative approach to assess learning alongside self-

efficacy. This yielded ecologically valid insights regarding the ways emerging profes-

sionals engage with AI tools and develop confidence through practice. These results 

suggest that thoughtful genAI integration can support novice instructional designers' 

development, enhancing their confidence and potentially streamlining design process-

es without sacrificing foundational knowledge. This work demonstrates the potential 

for genAI to function as a valuable collaborator in instructional design, fostering 

growth when implemented within authentic, pedagogically sound learning experienc-

es that balance technological assistance with human expertise. 
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